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Description

The course focuses on how to make causal inferences based on observational data with methods that make few assumptions and tools which allow one to test these assumptions. Topics include philosophy of science useful for causal inference, multivariate and propensity score matching, robust estimation, bootstrap and simulation methods, the general linear family which includes models such as logistic and Poisson regression, instrumental variable and Heckman selection models, and methods applicable for time-series/cross-section data. Prerequisites: Government 1000 or equivalent. Undergraduates are welcome.

Discussion

Government 2000 is the second course in the methods sequence for Government Department graduate students and is a prerequisite for Government 2001.

The primary focus of this course is to teach students enough statistical methods so they may conduct original quantitative empirical work on their own using modern methods and minimal assumptions. Of particular interest in this course are methods of causal inference useful for working with observational data. Many researchers in the social science think they are making causal
inference when using (linear) regression methods, but few realize the assumptions required when using such limited methods. Alternative quantitative methods, such as propensity and multivariate matching, are discussed in detail, as are issues related to research design. The philosophical underpinnings of various theories of causal inference are also discussed.

We use an email list in this class quite frequently: mailto:gov2000-list@fas.harvard.edu. If students have a question about the course material, they are advised to email the question to the entire list and ask for help. Letting everyone see each other’s questions and answers improves everyone’s work.

Evaluation

Final grades will be based on a series of homework assignments (45% of final grade), a term paper (45%), and class and section participation (10%). There will be no final exam.

It is recommended that students write the term paper jointly with one or at most two other students. Experience has shown that this greatly facilitates learning as well as increases the likelihood that the paper will eventually become a published article.

Weekly readings and class assignments are the norm. Homework will generally be due the day after section. It is highly recommended that students form study groups in order to complete the homework assignments. Although it is recommended that people work together in order to complete the homework assignments, student must hand in their own individual answers. Photocopies and other reproductions of someone else’s answers are not acceptable. Students should hand in the answers to the problem set, and all computer code written to find those answers.

Course Software and Books

The programming language for this course is the \texttt{R} variant of the \texttt{S} statistical programming language. It is installed Harvard-MIT Data Center computers and is available for download from: \url{http://www.r-project.org/}. \texttt{R} is open source software (released under the GNU public license) and is available at no charge. Students may with to use \texttt{Splus}, which is a commercial product and another variant of the \texttt{S} language, but the code we provide will be written to work with recent version of \texttt{R} and some of it will not work with \texttt{Splus}.

The three books listed below are required and available at various online bookstores and have been ordered at the campus store. Two of the three books are used in Government 1000 so many students will already own them. The core course material will be communicated in lectures and associated notes and handouts. The textbooks are important reference guides.

Course Plan and Tentative Outline

1. Causal Inference in the Social Sciences (1 lecture)
   (a) Observational studies versus randomized experiments
   (b) Causal inference versus description
   (c) Methods of inductive inference
   (d) Epistemology vs. ontology

Additional Readings:

2. Review of linear least squares and its assumptions (1 lecture)
   (a) Data Generating Process
   (b) Derivation and properties of OLS (BLUE)
   (c) OLS under asymptotic assumptions
   (d) Problems with OLS
   (e) Aliasing, error-in-variables, misspecification
   (f) Simple but limited fixes such as Huber-White standard errors

3. The Bootstrap, other Simulation Methods, and Bayesian Alternatives (1 lecture)
   (a) Standard errors and hypothesis tests
   (b) Quantities of interest
   (c) Answering questions without analytical formulas
   (d) Multivariate-t regression

4. Foundations for Robust Estimation (2 lectures)
   (a) Why least squares?
   (b) Influence curves
   (c) Types of robustness
   (d) High break-down point estimators
   (e) Fisher consistency
   (f) Measures of location and their influence functions
     - Quantiles
- Winsorized mean
- Trimmed mean
- M-Measures of location
- Least median of squares
- Least trimmed squares
- S-Measures of location
- MM-estimator

(g) Measures of scale
- Median absolute deviation (MAD)
- Biweight midvariance
- Percentage bend midvariance
- Least quartile difference (LQD)

Additional Readings:


5. Problems related to Time Series Cross Section Data (1 lecture)

(a) Spurious Regressions
(b) Distributed Lags
(c) Serial correlation
(d) ARMA processes
(e) Tests of serial correlation

6. Extensions to Generalized Linear Models (logistic regression and friends) (2 lectures)

(a) The unification of the linear model
(b) Exponential dispersion models
(c) The three components of GLM
- Response distribution or “error structure”
- Linear predictor
- Link function
(d) Example models
- Models of proportions (logit, probit)
- Models of counts (Poisson)
- Multinomial choice models (MNL, MNP)
(e) Quasi-likelihood

Additional Readings:
7. Experimental Manipulation (1 lecture)
Additional Readings:


8. Multivariate Matching and Propensity Scores (1 lecture)
Additional Readings:

- We revisit Gerber and Green (2000) and Imai.

9. Instrumental Variables and Heckman Selection Models (1 lecture)
Additional Readings:


10. Other approaches to causal inference: Diffs-in-Diffs and Pseudo-Control units (1 lecture)

Supplementary Reading Material

The following books are certainly not required, but they may be of interest during the course. It is often very useful to read the same material covered by a variety of authors. Within each section, books are approximately ordered by increasing sophistication.

Causal Inference


Bootstrap Methods


Computer Books


Generalized Linear Models


Econometrics

Matrix Algebra Review Books


Regression Diagnostics


- Tukey, John Wilder 1977. *Exploratory Data Analysis*. Addison-Wesley: Reading MA.


Robust Estimation


Probability and Statistics


**Time Series**
